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Abstract: Three-dimensional reconstruction technology plays an important role in indoor scenes by converting objects and structures in indoor 
environments into accurate 3D models using multi-view RGB images. It offers a wide range of applications in fields such as virtual reality, aug⁃
mented reality, indoor navigation, and game development. Existing methods based on multi-view RGB images have made significant progress in 
3D reconstruction. These image-based reconstruction methods not only possess good expressive power and generalization performance, but also 
handle complex geometric shapes and textures effectively. Despite facing challenges such as lighting variations, occlusion, and texture loss in in⁃
door scenes, these challenges can be effectively addressed through deep neural networks, neural implicit surface representations, and other tech⁃
niques. The technology of indoor 3D reconstruction based on multi-view RGB images has a promising future. It not only provides immersive and 
interactive virtual experiences but also brings convenience and innovation to indoor navigation, interior design, and virtual tours. As the technol⁃
ogy evolves, these image-based reconstruction methods will be further improved to provide higher quality and more accurate solutions to indoor 
scene reconstruction.
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1 Introduction

Traditional 3D reconstruction techniques play a crucial 
role in the field of computer vision and encompass com⁃
monly used tools and libraries such as ColMap[1] and 
OpenMVS[2]. These techniques estimate the 3D posi⁃

tions of points in a scene through feature extraction and match⁃
ing, followed by steps like sparse point cloud generation and 
dense point cloud generation to create dense point clouds and 
3D models with high-quality geometry and texture. These tradi⁃
tional 3D reconstruction techniques find widespread applica⁃
tions in various domains, including virtual reality, augmented 
reality, indoor navigation, building reconstruction, and cultural 
heritage preservation tasks. They perform well in handling 
small objects, small-scale scenes, and simple scenes. However, 
when it comes to indoor scenes containing a large number of 
textureless or repetitive texture regions, traditional reconstruc⁃
tion methods struggle to extract meaningful features, resulting 
in significant holes and noise during the reconstruction process. 

This limitation restricts their applicability in large-scale and 
complex scenes.

With the continuous advancement of technology, there is in⁃
creasing attention on deep learning-based 3D reconstruction 
techniques for indoor scenes[3–5]. Compared to traditional 3D re⁃
construction methods, these techniques leverage the power of 
deep learning models in processing and analyzing multiple-view 
RGB images to extract feature representations of the scene, lead⁃
ing to high-quality 3D model reconstruction. Specifically, convo⁃
lutional neural networks (CNNs), Transformer[6], and vision 
Transformers (ViT) [7] are used to process and analyze multiple-
view RGB images. These models extract feature representations 
of objects in the scene. Through learning and training, these 
deep learning models gain an understanding of the geometric 
shapes, texture information, and other visual cues present in the 
images, encoding them as feature representations. Once the fea⁃
ture representations of objects are obtained, 3D reconstruction 
will be conducted. This includes estimating the 3D coordinates 
of points in the scene and performing optimization and refine⁃
ment to obtain accurate 3D reconstruction results.

In recent years, there has been rapid development in combin⁃
ing neural radiance fields (NeRF)[8] with neural implicit surface-
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based techniques for the 3D reconstruction of indoor scenes. 
This development is driven by the remarkable success of 
NeRF[8] in the field of novel view synthesis. These methods uti⁃
lize neural network models to learn implicit representation func⁃
tions of objects, enabling the capture of their geometric shapes 
and texture information without the explicit representation of 
3D geometry. Compared to explicit representations, such as 
point clouds and voxel grids, these methods offer higher-
resolution 3D reconstruction with enhanced expressive power 
and generalization capabilities. They can handle complex 
scenes and shape variations by leveraging the flexibility of neu⁃
ral networks in modeling intricate geometric details and captur⁃
ing rich texture information. By learning implicit representa⁃
tions of objects, these techniques allow for more accurate and 
detailed reconstructions, even in the presence of challenging 
factors like occlusions and varying lighting conditions. The im⁃
plicit nature of the representation enables these methods to gen⁃
erate novel views of the scene from previously unseen view⁃
points, contributing to their growing success in the field of in⁃
door scene 3D reconstruction.

In summary, the use of multi-view RGB images for indoor 
scene 3D reconstruction offers a new approach to achieving low-
cost and high-quality reconstructions. It not only reduces equip⁃
ment requirements and operational complexity but also presents 
broad application prospects in various fields, including virtual 
reality, augmented reality, indoor navigation, and game develop⁃
ment. However, existing techniques also face several chal⁃
lenges. Traditional methods demonstrate stability in handling 
small objects, small-scale scenes, and simple scenes but en⁃
counter difficulties in dealing with textureless regions and re⁃
petitive texture regions in indoor scenes. On the other hand, 
deep learning-based techniques for indoor scene 3D reconstruc⁃
tion, mostly relying on computationally expensive 3D CNNs[9] or 
structures like Transformer[6], require processing a large volume 
of image data for large-scale indoor scenes. Additionally, gener⁃
ating high-resolution voxel grids consumes significant storage 
resources, posing challenges in terms of computational re⁃
sources and storage space. Furthermore, capturing details and 
handling variations in complex scenes and shape changes de⁃
mand more complex and robust deep learning models, along 
with considerable time and effort for data annotation and model 
training. Inspired by the tremendous success of NeRF[8] in the 
field of novel view synthesis, many techniques combining neu⁃
ral implicit surface-based methods with NeRF have rapidly de⁃
veloped for indoor scene 3D reconstruction. These methods em⁃
ploy neural network models to learn implicit representation 
functions of objects, enabling the capture of geometric shapes 
and texture information without explicit representation of 3D ge⁃
ometry. Compared to explicit representation methods, neural 
implicit surface-based approaches achieve higher-resolution 3D 
reconstruction, possess stronger expressive power, and can 
handle complex scenes and shape variations.

Future trends in the development of indoor scene 3D recon⁃

struction include enhancing the robustness of traditional meth⁃
ods and their adaptability to handle textureless scenes. Efforts 
will be made to strengthen the research on data utilization effi⁃
ciency and generalization capabilities in deep learning-based 
approaches. Additionally, exploring performance improvements 
of neural implicit surface-based methods in complex scenes 
will be a focus. As technology evolves and innovates, multi-
view-based indoor 3D reconstruction techniques will continue 
to provide more accurate and realistic ways of generating 3D 
scene content for various fields. These advancements will en⁃
able the creation of highly precise and realistic 3D scenes, ben⁃
efiting applications in virtual reality, augmented reality, indoor 
navigation, and game development, among others.
2 Multi-View-Based Indoor 3D Reconstruction

The multi-view-based indoor 3D reconstruction techniques 
are of significant importance in the field of computer vision. Ex⁃
isting methods can be broadly classified into three categories. 
The first category is the traditional 3D reconstruction methods 
based on feature matching, which recovers the 3D structure of 
the scene by extracting feature points from images and perform⁃
ing feature matching. Methods such as ColMap[1] and Open⁃
MVS[2] utilize techniques like feature point matching, camera 
pose estimation, and triangulation to achieve sparse and dense 
3D reconstruction. These methods have shown good results for 
indoor scenes, but they perform poorly in scenarios with texture⁃
less or low-texture regions.

The second category is the deep learning-based 3D recon⁃
struction techniques, which directly learn the 3D representation 
of the scene from multi-view image data. These methods can ex⁃
tract rich semantic and geometric information from images and 
achieve end-to-end 3D reconstruction with good generalization. 
Examples of such methods include Pixel2Mesh[10], SimpleRe⁃
con[11], and NeuralRecon[12], which have achieved significant ad⁃
vancements in indoor scene reconstruction and can generate 
high-quality 3D models.

The third category is the 3D reconstruction techniques based 
on neural implicit surface representation, where the implicit 
representation function of the object is learned by neural net⁃
works, eliminating the need for explicit representation of 3D ge⁃
ometry. These methods can handle complex scenes and shape 
variations and generate highly accurate 3D models. Examples 
of such methods include VolSDF[13] and NeuS[14], which have 
made notable progress in indoor scene reconstruction, enabling 
high-fidelity geometry and texture reconstruction. By leveraging 
image data from multiple viewpoints, these methods can recon⁃
struct the 3D structure and texture information of indoor 
scenes, providing a foundation for applications such as indoor 
navigation, virtual reality, and augmented reality.
2.1 Stereoscopic Matching-Based 3D Reconstruction Methods

Traditional stereoscopic matching-based 3D reconstruction 
methods, such as ColMap[1] and OpenMVS[2], play a significant 
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role in indoor 3D reconstruction. ColMap integrates Structure-
from-Motion (SfM) and Multi-View Stereo (MVS) technologies, 
while OpenMVS[2] focuses specifically on MVS. These tools pos⁃
sess strong capabilities and have become standard tools in both 
academia and industry for generating high-quality 3D models 
from multi-view RGB images. However, these traditional meth⁃
ods still face several challenges. They perform poorly in dealing 
with large areas devoid of textures, which often leads to feature 
matching failures and consequently impacts reconstruction ac⁃
curacy. Additionally, these methods require significant compu⁃
tational resources and storage space, especially when handling 
large-scale scenes, which can be limiting factors. Furthermore, 
these traditional methods have limitations when dealing with 
closed and transparent surfaces, as well as scenes with complex 
textures and fine geometric structures. Therefore, researchers 
are continuously working to enhance these methods to improve 
their performance and robustness, particularly in dealing with 
complex scenes and textureless regions. Future research direc⁃
tions may include better addressing these challenges to enable 
traditional feature matching methods to be more effective in a 
wider range of application scenarios.

Fig. 1 shows the workflow of matching-based 3D reconstruc⁃
tion method. These methods typically involve the following de⁃
tailed procedures and techniques.
2.1.1 Image Acquisition and Feature Extraction

Multiple images are captured from different viewpoints using 
cameras or a camera system. For each image, feature extraction 
algorithms (e.g., SIFT[15], SURF[16], or ORB[17]) are used to detect 
and describe key points and feature descriptors in the images. 
For example, in ColMap[1], the input images are preprocessed 
by converting them to grayscale to reduce computational com⁃
plexity and improve robustness. Then, histogram equalization is 
applied to enhance contrast and details. Next, the classic Scale-
Invariant Feature Transform (SIFT) algorithm[15] is used with 
various optimizations and improvements to extract stable and 
discriminative key points and compute descriptive feature de⁃
scriptors. These extracted key points and descriptors are essen⁃
tial input data for subsequent 3D reconstruction tasks. Col⁃
Map[1] also provides features such as GPU acceleration, visual⁃
ization, and debugging tools to enhance the efficiency and con⁃
venience of feature extraction.

2.1.2 Camera Pose Estimation
Camera pose estimation, a crucial step in 3D reconstruction, 

is used to estimate the position and orientation of cameras in 
the world coordinate system. Feature matching algorithms (e.g., 
based on feature descriptors or optical flow) are used to match 
the feature points between different images. Through geometric 
verification and filtering of the matched point pairs, the relative 
camera poses and parameters, i.e., camera pose estimation, can 
be obtained. For example, OpenMVG[18] provides a selection of 
feature extraction algorithms based on specific application re⁃
quirements. It estimates camera rotation and translation through 
fundamental matrix estimation and pose recovery. Fundamental 
matrix estimation calculates the fundamental matrix between 
two views from the results of feature matching, and then camera 
rotation and translation can be inferred by solving the funda⁃
mental matrix. To further improve reconstruction accuracy and 
stability, OpenMVG[18] also offers camera network optimization. 
By performing bundle adjustment and other global optimization 
algorithms, the poses of all cameras can be optimized to mini⁃
mize reprojection errors and maintain consistency. Camera net⁃
work optimization helps correct errors in feature matching and 
camera pose estimation, resulting in more accurate reconstruc⁃
tion results.
2.1.3 3D Point Cloud Generation and Reconstruction

3D point cloud generation and sparse/dense reconstruction 
are key steps in 3D reconstruction, and popular toolkits like 
ColMap[1], OpenMVG[18], and OpenMVS[2] provide correspond⁃
ing functionalities. These tools can generate 3D point clouds 
from multi-view images, converting the feature points in the im⁃
ages into 3D points through feature extraction, feature match⁃
ing, and camera pose estimation. This process produces a 
sparse point cloud, representing the geometric structure of the 
scene with only a small number of key points. Subsequently, 
dense point cloud generation is performed by interpolating or 
optimizing to fill the gaps between sparse points, resulting in a 
denser point cloud with richer details. ColMap[1] employs vari⁃
ous feature extraction and matching algorithms and offers Multi-
View Geometry (MVG) and incremental sparse reconstruction 
algorithms. OpenMVG[18] focuses more on geometry recovery 
and camera pose estimation using algorithms such as fundamen⁃
tal matrix estimation and bundle adjustment. OpenMVS[2] is 
dedicated to dense reconstruction, utilizing multi-view stereo⁃

▲Figure 1. Workflow of matching-based 3D reconstruction methods
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scopic matching algorithms to generate a denser point cloud.
Finally, through steps such as triangulation, mesh optimiza⁃

tion, and texture mapping, it is possible to generate a 3D mesh 
model with continuous surfaces and textures. Different mesh 
generation algorithms and techniques can be selected and opti⁃
mized according to application requirements to obtain high-
quality mesh models.
2.2 Deep Learning-Based 3D Reconstruction Methods

Traditional 3D reconstruction methods based on deep learn⁃
ing, such as SimpleRecon and NeuralRecon, represent the ap⁃
plication of deep learning techniques in the field of 3D recon⁃
struction, offering numerous innovations and advantages. These 
methods harness the powerful capabilities of deep learning, le⁃
veraging structures like CNNs to infer depth and geometric in⁃
formation from multi-view RGB images. Approaches like Sim⁃
pleRecon and NeuralRecon utilize computationally expensive 
deep learning structures, including 3D CNNs, to model the 
three-dimensional geometry of scenes, enabling them to pro⁃
duce high-quality 3D reconstruction results. While these meth⁃
ods often require substantial training data and model training 
time, they excel in handling complex scenes and scenarios with 
shape variations. Compared to traditional feature-based meth⁃
ods, deep learning-based 3D reconstruction methods exhibit 
higher levels of automation and robustness. They can overcome 
some of the limitations of feature-based methods in textureless 
and repetitive texture regions and can handle more complex 
scenes and geometric structures. These methods often benefit 
from related work in deep learning, such as 3D point cloud pro⁃
cessing and image semantic segmentation. Despite showing im⁃
mense potential in 3D reconstruction, deep learning-based 
methods still face several challenges. Firstly, these methods of⁃
ten require significant computational resources, especially 
when generating high-resolution voxel grids. Secondly, model 
training demands substantial computational resources and time, 
typically relying on a large amount of annotated data. Addition⁃
ally, these methods may be susceptible to issues like motion 
blur and discontinuities when dealing with complex scenes, par⁃
ticularly in the presence of dynamic objects or camera motion. 
Furthermore, compared to tradi⁃
tional methods, these methods 
may be less sensitive to scene 
details and textures. Therefore, 
future research directions may 
include improving the efficiency 
and generalization capabilities 
of models and enhancing their 
ability to handle complex scenes 
and dynamic objects. Attention 
should also be given to self-
supervised and unsupervised 
training methods for deep learn⁃
ing models to reduce reliance on 

extensive annotated data.
Fig. 2 shows the workflow of convolution-based 3D recon⁃

struction techniques, which mainly consists of feature extrac⁃
tion, cost volume construction, and cost volume regularization. 
These steps leverage the powerful capabilities of deep learning 
and convolutional neural networks to achieve accurate recon⁃
struction and depth estimation from images, with wide applica⁃
tion prospects in computer vision, robotics, augmented reality, 
and other fields.
2.2.1 Feature Extraction

Feature extraction is the first step in 3D reconstruction, aim⁃
ing to extract useful features from input images. CNNs are com⁃
monly used as feature extraction networks, with popular net⁃
work architectures including ResNet[19] and U-Net[20]. These net⁃
works can extract local and global features from images and pro⁃
vide more representative feature representations for subsequent 
steps. In the feature extraction process, techniques such as fus⁃
ing prior information and hierarchical convolution can be used 
to integrate features from different modalities and scales. For 
example, SimpleRecon[11] combines pose, geometry features, 
and depth image features through convolutional feature extrac⁃
tion, while NeuralRecon[12] utilizes distance priors obtained 
from the MVS process to ensure accuracy in texture-rich and 
edge regions, and normal priors to preserve completeness in 
texture-lacking regions.
2.2.2 Cost Volume Construction

The cost volume is a key concept in 3D reconstruction and is 
used to represent the similarity of image matching under differ⁃
ent depth hypotheses. The basic idea of cost volume construc⁃
tion is to use a plane sweeping algorithm to project the source 
images onto parallel planes of a reference camera frustum and 
compute the similarity among the projected images. This pro⁃
cess can be achieved through pairwise image matching and 
view aggregation. The construction of the cost volume can effec⁃
tively filter out reliable depth hypotheses and provide a basis 
for subsequent depth estimation. Since the disparity values are 
in pixel units, this task becomes a classification problem, where 

▲Figure 2. Overall structure of learning-based methods
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each class represents a discretized disparity value. Generally, 
CNNs can produce more reliable results. For MVS, the methods 
for generating the cost volume are mainly divided into two cat⁃
egories. For example, MVSNet[21] applies variance to all feature 
vectors to construct the cost volume, while DPSNet[22] concat⁃
enates features pair by pair and averages all N-1 volumes to ob⁃
tain the final cost volume.
2.2.3 Cost Volume Regularization

The purpose of cost volume regularization is to predict rela⁃
tively accurate depth values based on aggregated features and 
smooth and refine the cost volume to generate high-quality 
depth maps. Common methods for cost volume regularization in⁃
clude 3D CNN-based neural networks, such as those used in 
Atlas[23], recurrent neural networks (RNNs) as in DHC-
RMVSNet[24], and a coarse-to-fine aggregation strategy used in 
NeuralRecon[12]. Among them, 3D CNN can aggregate local and 
global features across all dimensions but requires higher com⁃
putational cost; RNN reduces memory consumption by sequen⁃
tially processing each depth hypothesis; the coarse-to-fine strat⁃
egy improves the accuracy and details of the depth map through 
multiple stages of prediction and refinement.

In summary, the workflow of convolution-based 3D recon⁃
struction includes three key steps: feature extraction, cost vol⁃
ume construction, and cost volume regularization. Through 
these steps, features can be extracted from input images, cost 
volumes can be constructed, and depth estimation and recon⁃
struction can be performed using the cost volumes, thereby 
achieving a complete 3D reconstruction process.
2.3 Neural Implicit Surface-Based 3D Reconstruction 

Methods
Neural implicit surface-based 3D reconstruction methods 

(Fig. 3), such as NeuS and nvdiffrec, represent cutting-edge 
technology in the field of 3D reconstruction. These methods, 
which involve learning the implicit representation of object sur⁃
faces through neural networks, have made significant advance⁃
ments. For instance, NeuS introduces a novel volumetric render⁃
ing method by training neural signed distance function (SDF) 

representations, achieving high-quality 3D reconstructions. Nv⁃
diffrec adopts the marching tetrahedra algorithm to generate 
higher-quality mesh models. However, neural implicit surface-
based methods still face some challenges, including accurately 
capturing boundary information in complex scenes, handling dy⁃
namic objects and camera motion and enhancing their ability to 
process details and textures. In the future, the development of 
these methods may focus on improving the robustness of mod⁃
els, expanding their applicability to a wider range of scenarios 
and enhancing their ability to handle details and boundary in⁃
formation. These methods have opened up new possibilities in 
the field of 3D reconstruction and hold potential for future re⁃
search and applications.

Inspired by the density-based volume rendering algorithm in 
NeRF[8], significant progress has been made in combining neu⁃
ral implicit surface representation with volume rendering in 3D 
reconstruction. Neural implicit surface-based 3D reconstruction 
methods learn the implicit representation function of objects 
through neural networks and project the reconstructed models 
to pixel space through volume rendering for training optimiza⁃
tion, ultimately achieving high-quality 3D reconstruction.
2.3.1 Neural Implicit Surface Representation

Most neural implicit surface representation methods[13–14] 
model the surface of the target object or scene using two func⁃
tions. The first function f: R3 → R converts spatial coordinates 
into signed distances from the point to the object surface, where 
the object’s surface is represented by the zero level set of SDF, 
as shown in Eq. (1).

S = {x ∈ R3|f ( x) = 0} . (1)
The other function c: R3 × S2 → R3 encodes pixel colors re⁃

lated to spatial coordinates and viewing directions. Two multi-
layer perceptrons (MLPs) are used to approximate these two 
functions. A new volume rendering method is developed in 
NeuS[14] to train the neural SDF representation. YARIV et al.[13] 
improved the geometric representation and reconstruction in 
neural volume rendering by modeling the volume density as a 

function of geometry, as arbi⁃
trary level set extraction of the 
density function may lead to low-
fidelity reconstruction.

To address the presence of nu⁃
merous large planar surfaces 
and weakly textured areas in in⁃
door scenes, some methods also 
add constraints to the loss func⁃
tion to constrain the training re⁃
sults and produce smoother sur⁃
face representations. For ex⁃
ample, MonoSDF[25] uses depth 
and normal maps to constrain ▲Figure 3. Overflow of neural implicit surface-based methods
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the reconstruction results and eliminate noise and discontinui⁃
ties in the reconstructed surface through normal consistency.
2.3.2 Surface Reconstruction

The generated neural implicit field describes the density and 
color information of each spatial point in the scene. However, to 
further analyze and visualize the reconstruction results, it is 
necessary to extract the surface geometry information of objects 
from the model and convert the continuous object geometry into 
a discrete voxel representation. Voxel sampling divides the 3D 
space into a set of small cubic units. By inputting the coordi⁃
nates of each voxel vertex into an MLP network, the implicit 
function value of the voxel can be obtained, which records 
whether it is inside or outside the object and the distance to the 
object’s surface. Specifically, to begin the surface reconstruc⁃
tion process, a three-dimensional grid is first defined within the 
3D space. Typically, this grid takes the form of a cube or voxel 
grid. This grid serves as the basis for point sampling, facilitat⁃
ing the computation of the distance from each point to the ob⁃
ject’s surface. For each point within this grid, its coordinates 
are fed into a pre-trained neural network. The neural network 
then produces an output representing the distance from the 
point to the object’s surface, which is the output of the neural 
implicit surface function. This distance value is used to deter⁃
mine whether each point is located on the object’s surface, 
with points on the surface generally having a distance of zero or 
very close to zero. Consequently, the sign of the distance value 
can be employed to detect points situated on the surface. After 
identifying the surface points, triangles or other polygons can be 
generated by connecting these points, thus reconstructing the 
geometric shape of the object’s surface. By traversing the voxel 
grid and using the implicit function values for interpolation, a 
continuous geometric surface can be generated. For example, 
the Marching Cubes[26] algorithm, based on the idea of isosur⁃
face extraction, converts the continuous density field into a dis⁃
crete 3D grid representation to obtain the surface geometry of 
the object. Additionally, many studies have employed optimized 
voxelization methods to generate smoother surface representa⁃
tions, such as using the marching tetrahedra algorithm[27] in⁃
stead of the Marching Cubes[26] algorithm to generate high-
quality mesh models in Nvdiffrec[28].
2.3.3 Texture Rendering

To present more realistic object details and achieve more 
convincing visual effects, existing neural implicit surface-based 
reconstruction techniques use various methods to model the 
color, texture, material, and lighting information on the object’s 
surface. For example, in Nvdiffrec[28], a coordinate-based net⁃
work is used to achieve a compact representation of volume tex⁃
tures, and environmental lighting segmentation and an approxi⁃
mate differential formula are introduced to efficiently recover 
full-frequency lighting. The output triangle mesh, along with 
spatially varying materials and environmental lighting, can be 

directly viewed in any traditional graphics engine. Another ex⁃
ample is BakedSDF[29], which bakes the implicit scene repre⁃
sentation into a high-quality triangle mesh and then designs a 
view-dependent appearance model based on spherical Gauss⁃
ians. This approach generates models that can be used for real-
time view synthesis using accelerated polygon rasterization 
pipelines on commodity hardware.

The implicit texture generation process using xAtlas[30] in⁃
volves several steps as follows:

1) Surface data generation: Initially, the 3D model’s surface 
data, including geometric information but excluding texture in⁃
formation, is generated based on the implicit surface neural ra⁃
diance field.

2) UV mapping: xAtlas[30] is then used to perform UV map⁃
ping, which associates texture coordinates with the surface of 
the 3D model. UV mapping is a 2D coordinate system com⁃
monly used to map texture images onto the surface of 3D ob⁃
jects. In this step, xAtlas calculates UV coordinates for each 
vertex of the triangular mesh, ensuring proper texture mapping 
onto the model.

3) Texture Atlas packing: This step involves packing mul⁃
tiple texture images into a single large texture map, which re⁃
duces the number of texture switches during rendering and en⁃
hances rendering performance. To efficiently allocate texture 
space on the texture image, xAtlas[30] subdivides the triangular 
mesh into multiple regions, each having its own UV space. The 
size and shape of these regions are determined based on surface 
characteristics to ensure even texture allocation.

4) Optimizing texture layout: Once the UV subdivision is 
completed, xAtlas[30] determines the texture layout for each re⁃
gion based on their shapes and sizes. This optimization aims to 
minimize empty areas and wasted texture space.

5) Combining texture images: Finally, xAtlas[30] combines the 
texture images from these regions into a single large texture 
map and generates a new UV mapping that correctly maps each 
triangle on the 3D model’s surface to the appropriate texture re⁃
gion. This new UV mapping and the merged texture images are 
fine-tuned through trainable parameters to produce the final tex⁃
ture map.

In summary, the process involves generating a UV mapping 
that links the 3D model’s surface to a set of texture regions, 
packing multiple texture images into a single large texture map, 
and optimizing the layout of these texture regions to minimize 
waste. This results in a final texture map that can be applied to 
the 3D model for rendering with texture information.
3 Existing Problems

Existing indoor 3D reconstruction techniques based on multi-
view RGB images have achieved good reconstruction results in 
certain situations and within a certain range. However, there 
are still several problems when it comes to reconstructing com⁃
plex indoor scenes.

Traditional feature-based 3D reconstruction methods face dif⁃
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ficulties in dealing with a large number of textureless areas and 
repetitive texture areas in indoor scenes, resulting in holes and 
noise in the reconstruction results. This limits the application of 
traditional methods in large-scale and complex scenes.

Deep learning-based 3D reconstruction methods typically 
use computationally expensive structures such as 3D CNNs or 
transformers, requiring processing a large amount of image 
data. Generating high-resolution voxel grids also consumes sig⁃
nificant storage resources, posing challenges in terms of compu⁃
tational resources and storage space. Additionally, complex 
scenes and shape variations require more complex and robust 
deep learning models to capture details and handle changes. 
Furthermore, deep learning-based methods often require a large 
amount of annotated data and model training time, which de⁃
mands substantial computational resources and time.

3D reconstruction methods based on neural implicit surface 
representation demonstrate better performance in handling com⁃
plex scenes and shape variations. However, in the absence of 
boundary information, such as in large scenes or under low 
lighting conditions, neural implicit surface representation meth⁃
ods may struggle to accurately capture the boundary informa⁃
tion of the scene, leading to blurry or incomplete reconstruction 
results. Moreover, when there are dynamic objects or camera 
motion in the scene, methods based on neural implicit surface 
representation may be affected by motion blur. The movement 
of dynamic objects can result in the discontinuity of point cloud 
or voxel grid data, which in turn affects the learning of implicit 
surface functions and the accuracy of reconstruction results. 
Furthermore, complex indoor scenes typically contain rich de⁃
tails and structures, such as furniture, decorations, and complex 
textures. Methods based on neural implicit surface representa⁃
tion may struggle to capture these details when dealing with 
complex scenes, leading to a decrease in the level of reconstruc⁃
tion detail.
4 Future Directions

With the rapid development of deep learning and neural net⁃
works, 3D reconstruction methods based on neural implicit sur⁃
face representation are continuously evolving and improving. 
The future research directions include:

1) Fusion of stereovision and deep learning: Combining tradi⁃
tional stereovision methods with deep learning techniques 
implements deep learning models for feature representation and 
matching, improving the reconstruction results for textureless 
and repetitive texture areas. For example, CNNs can be used to 
extract features, followed by the integration of traditional ste⁃
reovision matching methods for geometric constraint optimiza⁃
tion.

2) Adaptive reconstruction algorithms: Adaptive reconstruc⁃
tion algorithms that leverage reinforcement learning methods 
are developed to learn the optimal reconstruction strategies 
through interaction with the environment. The algorithm’s pa⁃
rameters and strategies can be adjusted based on the complex⁃

ity and characteristics of the scene. This aims to enhance the ro⁃
bustness and effectiveness of reconstruction, improving recon⁃
struction efficiency for simple scenes while maintaining high-
quality reconstruction results for complex scenes.

3) Fusion of cross-modal data: RGB images are combined 
with other data sources such as depth maps, normal maps and 
metadata to provide a more comprehensive and diverse infor⁃
mation source. Consideration can also be given to incorporat⁃
ing semantic information into the 3D reconstruction process to 
improve the semantic consistency and accuracy of the recon⁃
struction results. Techniques such as semantic segmentation 
and object detection can guide the model to better understand 
and model different objects and scenes during the reconstruc⁃
tion process.

4) Generalization capability of models: Current neural im⁃
plicit surface reconstruction methods typically require a large 
amount of training data and need to be retrained for different 
objects and scenes. The future research direction is to improve 
the generalization capability of models, enabling them to learn 
and reconstruct different objects and scenes from limited data 
and handle complex situations such as different lighting condi⁃
tions, dynamic scenes, and camera motion. It is also necessary 
to construct larger and more diverse indoor scenes.
5 Conclusions

This paper presents three major categories of methods for in⁃
door 3D reconstruction using multi-view RGB images: tradi⁃
tional methods based on feature matching, deep learning-based 
methods, and methods based on neural implicit surfaces. The 
specific workflows and development status of each method are 
described, and the existing issues of current methods are ana⁃
lyzed. Future directions are proposed to guide the future devel⁃
opment of 3D reconstruction in indoor scenes.
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